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What We Will Explore
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 Brief Overview of AI & LLMs

 Why Keep an LLM Local?

 Security & Ethical Concerns

 Popular Local LLM Options

 Ollama, LM Studio, GPT4All, and more!

 Ways to Enhance Your LLM

 Demos:

 Ollama Installation, Use, Customization
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Why Should You Care What I Say?

 Bronwen Aker | Corvus | The Cybrarian

 30+ years development experience

 Web, desktop app, mobile app, etc.

 Experienced Technical Trainer

 Switched to Cybersecurity in 2017

 Technical Editor for BHIS since 2018

 Latest Obsession: AI Research

 Bottomline: I’m a geek who has been 
around and seen a lot of 
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FULL DISCLOSURE

 This presentation was 

created using AIs like 

ChatGPT, Copilot, DALL-E, 

and Midjourney

 They were, at all times, 

under adult supervision*

* Assuming that you consider me to be an adult. 
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What is AI?

 AI is a vast computer science 

branch aimed at creating systems 

that perform tasks requiring human 

intelligence

 AI includes:

 Robotics

 Computer Vision

 Natural Language Processing (NLP)

 Expert Systems
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Where Do LLMs Fit in AI?

 LLMs are a subset of generative AI

 Text based

 Probabilistic

 Current models trained on MASSIVE amounts 

of data

 Most are general purpose

 Easy access to LLMs has popularized AI
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Why Go Local?

 Privacy & Security 

 No data leaves your 
machine/network/intranet

 Sensitive files/data remains 
in YOUR control

 Customization 

 Fine-tune for your needs

 Create custom models

 Use Retrieval-Augmented 
Generation (RAG) 

 Train your own model 
(DEEP Rabbit Hole!)

© 2025 Corvus | Bronwen Aker March 9, 2025 7



Cybersecurity Concerns 

About LLMs
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 Jailbreaking & Prompt Injection

 Data Leakage & Privacy Risks

 Model Bias & Poisoning

 Social Engineering Automation

 Poor API Implementation & Authentication 

Controls
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Components to Build a Local LLM

 Hardware

 GPUs speed processing, but not 100% necessary

 RAM & Disk Space: 16GB+ RAM, 50GB+ disk space

 Software

 Determines UI, model management, other capabilities

 Ollama, LM Studio, GPT4All

 LLM Model

 Open-source models available from Hugging Face, Mistral, LLaMA, and others

  Llama 3.3, DeepSeek-R1, Phi-4, Mistral, Gemma 2
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GPUs

 NVIDIA – Best for AI workloads

 RTX 4090 (24GB VRAM) – High-end consumer option

 RTX 3090/3090 Ti (24GB VRAM) – Older but powerful

 A100 (40GB/80GB) – Enterprise-grade, excellent for large models

 H100 (80GB) – Top-tier but very expensive

 AMD – Limited AI support (less optimized than NVIDIA)

 Radeon RX 7900 XTX (24GB VRAM) – High VRAM, but uses ROCm, not CUDA
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Software: 
Ollama

 Command Line Interface 

(CLI)

 Open Source

 MIT License

 Useable on: 

 Linux, Mac, Winderz, 

Docker

 Active communities on 

Discord & Reddit

 Pulls models from Ollama 

repo
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Software: 
LM Studio
 GUI and CLI

 Developed by 
Element Labs, Inc.

 Limited license for 
personal, non-
commercial use

 Useable on: 

 Linux, Mac, Winderz

 Active community on 
Discord

 Pulls models from 
Hugging Face

 Native RAG features

12

© 2025 Corvus | Bronwen Aker March 9, 2025



Many Other 

Software Options

 Backyard AI  

 gpt4all

 Jan  

 Jellybox  

 llama.cpp  

 LocalAI  

 Msty  

 node-llama-

cpp  

 RecurseChat  

 Sanctum  

 TGI  

 vLLM
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LLM Model Repos

 Hugging Face – huggingface.co  

 Largest repository of open-source LLMs.  Hosts models from Meta, Mistral, Falcon, and 
more.  

 Ollama – ollama.com

 Simple one-command installation for models like Mistral, Gemma, and Llama.

 Mistral AI – mistral.ai  

 Provides Mistral 7B, Mixtral, and other high-performance open models.  

 Meta AI – ai.meta.com  

 Official source for LLaMA models (requires access approval).  

 Google AI – ai.google.dev  

 Offers open and restricted-access models like Gemma and PaLM.  
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Choosing an LLM Model

 LLM Models != the same

 Mistral 7B / Mixtral 8x7B 

Strong performance, open weights

 LLaMA 2 (Meta) 

Optimized for reasoning; lacks fine-

tuning

 Falcon (Technology Innovation 

Institute) 

Competitive with GPT models

 StableLM / OpenHermes 

Optimized for chat and instruction tasks

 Model Size 

 More parameters = more data/better 

accuracy, more compute needs

 General vs. Specialized

 Models available for math, coding, 
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Demo Time: 

Ollama 

Installation
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Key Takeaways
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 Local LLMs are not difficult to install and 

customize

 Can be used by individuals and/or 

organizations for better privacy

 Customization increases relevance, ROI

 RAG lets you “interrogate” documents and 

data

 Knowledge is power – AI is here to stay
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Q&A
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Corvus | Bronwen Aker 

M.S. Cybersecurity, GSEC, GCIH, GCFE

 Website: https://br0nw3n.com/

 LinkedIn: https://www.linkedin.com/in/bronwenaker/

 Discord: corvus_le_crow

(Do your OSINT. I’m online.)
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