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What We Will Explore

 What are LLMs?

 How do they compare to other AIs?

 Quirks, foibles?

 Strengths, limitations?

 WTF IS a prompt, anyway?

 Tips for making GOOD prompts

 Common use cases, demos

 Resources
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Why Should You Care What I Say?

 Corvus | Bronwen Aker

 20+ years development experience

 Web, desktop app, mobile app, etc.

 Experienced Technical Trainer

 Switched to Cybersecurity in 2017

 Technical Editor for pentesting 

company since 2018

 Bottomline: I’m a geek who has been 
around and seen a lot of 

May 25, 2024© 2024 Corvus | Bronwen Aker

3



FULL DISCLOSURE

 This presentation was 

created using LLMs and 

other generative AIs

 They were, at all times, 

under adult supervision

© 2024 Corvus | Bronwen Aker May 25, 2024 4



What Is An LLM?

ChatGPT 4o
An advanced AI model designed 
to understand and generate 
human language. It is built using 
deep learning techniques and 
trained on vast datasets to 
perform a variety of language-
related tasks, such as text 
completion, translation, and 
question answering, by learning 
the complexities and nuances of 
language. Examples include 
OpenAI's GPT-4 and Google's 
BERT.

Copilot
A type of artificial intelligence 
model that's trained on a vast 
amount of data to understand 
and generate human-like text. It 
can perform tasks like answering 
questions, translating languages, 
summarizing text, and even 
assisting in creative writing or 
code generation. Examples of 
LLMs include OpenAI's GPT series, 
Google's Gemini, and Meta's 
LLaMA.

Claude
A type of artificial intelligence 
system that is trained on vast 
amounts of text data to learn 
patterns and relationships in 
human language. These models 
use neural networks w/ a large 
number of parameters (often 
billions or trillions) that allow them 
to generate human-like text, 
answer questions, translate 
between languages, and perform 
other language-related tasks w/ 
remarkable fluency and 
coherence.
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What is an LLM?

 LLMs are AI systems created to perform 
complex language tasks w/ high fluency.

 LLMs are trained on immense datasets.

 BILLIONS of datapoints!

 They're transforming technology interaction.
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What Is AI?

ChatGPT 4o
The branch of computer science 
focused on creating systems 
capable of performing tasks that 
typically require human 
intelligence. These tasks include 
learning, reasoning, problem-
solving, perception, and 
language understanding. AI 
systems achieve this through 
techniques such as machine 
learning, neural networks, and 
natural language processing.

Copilot
A branch of computer science 
that aims to create systems 
capable of performing tasks that 
would normally require human 
intelligence. These tasks include 
learning from experience, 
understanding natural language, 
recognizing patterns, making 
decisions, and solving problems.

Claude
Computer systems that can 
perform tasks that would typically 
require human intelligence, such 
as learning, reasoning, problem-
solving, perception, and decision-
making. AI systems are designed 
to mimic human cognitive 
functions and can be trained on 
large amounts of data to 
recognize patterns, make 
predictions, and provide 
recommendations or automated 
solutions.
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Putting Things 

Together

 AI is a vast computer science 

branch aimed at creating 

systems that perform tasks 

requiring human intelligence

 LLMs are a form of generative 

AI that involves Deep Learning
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What Makes LLMs 

So Special?

 They make it easy to access 
gigaquads of data.

 Conversational. 
Ask questions as if talking to 
another human. 

 No coding or queries required 
to analyze lots of text/data.

 FAST! 
(Depending on back-end 
resources)

 Support voice-activated 
assistants and chatbots like 
Alexa/Google/Siri,
but on steroids!
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LLM Characteristics

Good At:

 Natural Language Processing

 Conversational Agents

 Information Retrieval

 Education and Training

 Research and Analysis

 Personalization

Not So Good At:

 Understanding 

 They are NOT actually intelligent

 No intuition, sense, or emotions

 Accuracy or Reliability

 They don’t grok facts

 Creativity and Originality

 They only rehash known textual data

May 25, 2024© 2024 Corvus | Bronwen Aker

10



Components of an LLM

 Core Model

 Text data, transforms, and parameters that address biases and behavior

 Inference Engine

 Infrastructure, software, and optimizations used to generate responses

 UI/Interaction Layer

 Frontend and/or APIs that allow interaction w/ the LLM

 Model Management

 Supports model choice and versioning

 Other Support Components

 Pre- and post processing of data, tokens, and queries

May 25, 2024© 2024 Corvus | Bronwen Aker

11



Popular LLMs in 2024
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LLM Made By Primary Use Cases Key Details

GPT OpenAI
Used by Microsoft, Duolingo, Stripe, Zapier, 

Dropbox, and ChatGPT
One of the earliest and most widely used LLMs

Claude Anthropic Used in Slack, Notion, Zoom Developed by Anthropic, a research organization

Gemini Google Used in some queries on Bard Part of Google’s suite of AI tools

PaLM Google
Used in Google Bard, Docs, Gmail, and other 

Google apps
Known for its integration w/ Google’s productivity tools

Llama Meta Various Developed by Meta, formerly Facebook

Stable LM Stability AI Various Developed by Stability AI

Falcon
Technology Innovation 

Institute
Various Developed by the Technology Innovation Institute

Vicuna LMSYS Org Used in Chatbot Arena Known for its use in chatbot applications

Coral Cohere Used in HyperWrite, Jasper, Notion, LongShot Known for its use in various productivity tools

MPT Mosaic Various Developed by Mosaic, an AI research organization

BERT Google
Used in a wide range of tasks, such as question 

answering and language inference
Known for its bidirectional understanding of context



LLM Comparison

ChatGPT

• Web or API access

• Limited to OpenAI model

• User interaction may be used 

for training

• “Creative” text generation, 

responsive to direction

• Ask the same question 3 

times, get different responses

• Doesn’t cite/link to sources 

unless you ask

• Links often 404, but may get 

you in the ballpark

Copilot
• Web access, API, or plugins

• Uses Azure OpenAI model

• Data is kept separate from 
OpenAI model

• User interaction data not 
shared w/ OpenAI

• Less “creative” than ChatGPT

• Ask the same question 3 
times, get exact same 
response

• Automatically includes 
reference links

• Links created through Bing 
integration

• Links sometimes 404

Ollama

• Runs locally

• Most secure

• No data sent to anyone’s 

“mothership”

• Can use various data models

• e.g., Llama 3, Phi 3, Mistral, 

Gemma

• Responses vary widely 
depending on model used

• Doesn’t cite/link to sources 
unless you ask

• Models used may not have 

link/source info
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LLM Comparison

ChatGPT
• Outputs text only

• Plaintext, Markdown, CSV, 

code

• Access to internet limited at 
best

• Takes direction well re: 
revisions/tweaks

• Can be trained to your 
preferences, background, 
characteristics

Copilot
• Copy/paste automatically 

includes link info, “footnotes” 
w/ source citations

• Can export to Word, Excel, 
PDF, text

• Works best w/ 365 account

• Bing integration makes it better 
for current events, info

• Not “trainable”, uses MS 
guardrails, preferences

• Not as good at revising

Both
• Cannot tell “fact” from fiction

• Can be a “Chatty Cathy”

• Have “memory”, remembering 
what is discussed in a 
conversation

• Require paid account for best 
features

• Let you share conversations

• Can remember past 
conversations
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Reasons to Use an LLM

 Personal Assistance:

 Information Retrieval

 Task Management

 Learning and Education:

 Homework Help

 Language Learning

 Creative Writing and Content Creation:

 Writing Aid

 Creative Projects

 Communication and Social Interaction:

 Chat and Conversation

 Social Media Management

 Research and Hobbies:

 Research Assistance

 DIY and Home Projects
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And Now for 
What You’re 
All Been 
Waiting For!
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What is a 
Prompt?
 Text input with instructions for 

an LLM

 Can be simple, complex, or 
conversational

 Many can take file uploads as 
part of a prompt

 Best prompts include context

17
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Type of Prompts
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 Simple Query

 Detailed Instruction

 Contextual Prompt

 Conversational Prompt

©
 2

0
2
4
 C

o
rv

u
s |

 B
ro

n
w

e
n

 A
k

e
r



Simple Query

 Pros: 

 Like a search engine 

query, but usually 

more relevant returns

 Cons:

 No context lets LLM 

“go down rabbit 

holes” or choose 

wrong focus
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Simple Query

 Simple doesn’t always 

mean return will be 

short!

 Chatty Cathy, 

remember?

 Good for 

“quick and dirty” 

questions or tasks

20

© 2024 Corvus | Bronwen Aker May 25, 2024



Detailed 

Instruction

 You provide more info to the LLM

 Output should be more 

refined/advanced
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Contextual Prompt

 More complex, but 

MUCH better results

 Define the persona

 Provide info related to the 

task or subject

 Give LLM examples to 

emulate

 Show LLM some history

 THEN get down to business!

 Excellent for repetitive tasks 
at scale
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Fabric 
Framework
 Created by Daniel Miessler

 Open-Source project

 Contextual Prompting Master Class!

 Works w/ multiple models

 Full function requires API keys

 OpenAI

 Google

 YouTube

 Others

23
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Demo Time: 
Fabric

24

© 2024 Corvus | Bronwen Aker May 25, 2024

https://github.com/danielmiessler/fabric/



OpenAI GPTs

 LLM assistant feature developed 
by OpenAI

 GPT = Generative Pre-trained 
           Transformer

 You pre-define the context used

 “Personality”, output formats, 

other instructions already pre-

loaded

 Can be fine-tuned for better 

results

25
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Demo Time: 
CVE Summary 
Generator
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Analysis of 
File Contents
 Variation on the 

Contextual Prompt

 Uploaded document(s) serves 

as context

 Instructions can be brief or 

specific, depending on your 

need

 LLMs are VERY GOOD at 
analyzing text

 Summarizing, rephrasing, 

sorting, finding duplicates

27
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Demo Time: 
File Analysis
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Conversational 
Prompts
 A lot like talking to a person

 Uses natural language

 Provides context to the LLM 

with each additional 

exchange

 Engaging

 More accessible interaction for 
“normal” people

 Aids in learning, can feel like 

having a private tutor

 Can provide mental health 

support, reduce feelings of 

isolation

29
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Caveats in 

Working with LLMs

 LLM responses are always 

limited based on:

 Accessible data 

(model used, last update)

 “Guardrails” (safety limitations 

to prevent abuse, bias)

 Internet/API access 

(not always available)

 REMEMBER: An LLM is not 

actually “intelligent”
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Ways to Enhance LLMs

 RAG (Retrieval-Augmented 

Generation) improves efficacy 

LLMs by leveraging custom data

 Addresses extrapolation and 

hallucination issues

 Fine-Tuning

 Training a dataset  for a specific 

domain or task 

e.g., cancer research

 Adversarial Training

 Identify vulns

 Harden the LLM against attacks

 Human-in-the-Loop (HITL)

 Human oversight and intervention 

during training of any model

 Corrects errors, improves 

accuracy, mitigates bias, ensures 

ethical alignment
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What’s Next?
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 LLMs and other GenAI are new 
technologies

 Many implementations will fail, have 
issues, may cause harm

 DO NOT ASSUME EVERYTHING AN LLM 
TELLS YOU IS CORRECT

 Knowledge is power!

 The more you know, the better! 
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Reference & Resources

 Getting started with LLM prompt 

engineering

 https://learn.microsoft.com/en-

us/ai/playbook/technology-guidance/generative-

ai/working-with-llms/prompt-engineering

 Daniel Miessler’s Fabric

 https://github.com/danielmiessler/fabric/

 Hugging Face

 https://huggingface.co/

 Ollama

 https://ollama.com/ 

 YouTube

 WAY too many excellent channels 

to list here

 LinkedIn Learning

 Lots of courses about AI, GenAI, NLP, 

NN, DL…

 Must have premium LI account for 

access
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Want to 

Know 

More?
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Q&A
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LLM Prompt Engineering
CORVUS | BRONWEN AKER
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Corvus | Bronwen Aker 

M.S. Cybersecurity, GSEC, GCIH, GCFE

 Website: https://br0nw3n.com/

 LinkedIn: https://www.linkedin.com/in/bronwenaker/

 Discord: corvus_le_crow

(Do your OSINT. I’m online.)
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